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Abstract—The capacity to detect component failures is an important characteristic for fault-tolerant distributed systems. This article presents a failure detector suitable for Vehicular Ad hoc NETworks (VANETs) environments. The detector is composed of two parts: a detector for the communication link and a detector of process failure. While the link detector verifies the validity of a link between two processes, the process’ failure detector adapts itself to the mobility of the vehicles and variations in the communication load in the network. Simulation results show that the detector presents a low number of false suspicions and a short detection time.

I. INTRODUCTION

VANETs (Vehicular Ad hoc Networks) are dynamic, non-structured, self-organizing networks with asynchronous and distributed characteristics nodes (the vehicles) move at high speeds compared to other mobile ad hoc networks (MANETs). The main purpose of VANETs is to provide a medium for inter-vehicular communications allowing for inter-vehicle (V2V) and vehicle to roadside infrastructure (V2R) data exchange, with multiple applications to Intelligent Transportation Systems (ITS) [18]. For instance, a vehicle entering a freeway may automatically set its speed so that decisions can be made with confidence and safety. It takes place through the dissemination of data, using, for example, mechanisms of flooding. Despite the simplicity of flat networks, its use in VANETs implies the loss of scalability, mainly due to the large number of transmissions and retransmissions generated during communication [22].

The communication in vehicular ad hoc networks can be organized in two ways: flat and hierarchical organization. In the flat organization nodes do not occupy special functions within the network. In addition, the communication takes place through the dissemination of data, using, for example, mechanisms of flooding. Despite the simplicity of flat networks, its use in VANETs implies the loss of scalability, mainly due to the large number of transmissions and retransmissions generated during communication [22].

The hierarchical organization has nodes separated into clusters. Inside clusters, nodes assume different roles as, for example, a node can be the leader responsible for the control of communication within the cluster. Other members of the cluster can act as gateway nodes, allowing the communication between members of two clusters. The use of hierarchical communication in VANETs improves scalability, since the density changes are treated only within the cluster. In addition, it improves the use of the spectrum, offering the possibility of using different channels for communication inside the cluster and between clusters [17].

In recent years several VANET applications have used both flat and hierarchical organization in implementing services. [16] proposes a flat organization to coordinate the passage of vehicles at an intersection without traffic lights. In the proposal, vehicles approaching the intersection negotiate their way through it by exchanging messages. This negotiation occurs even before the drivers have visual contact with each other. Since each vehicle has identified its neighbors and possible conflicts to pass through the intersection, an access ordering is established so that a minimum delay takes place.
Another instance of flat organization is shown in [11], which describes a routing protocol for V2V communication in urban traffic environments, named “Traffic Aware Greedy Routing protocol” (Gytar). This protocol was designed to provide continuous services such as online games or Internet browsing. In Gytar the choice of a communication route between two nodes is done dynamically based on each vehicle’s perception of other network nodes. Since this vehicle has obtained information about traffic density and distance between the source node and destination node, a route of communication between them is established. These routes can be changed as the nodes between the source and destination change their perceptions about the traffic around.

In [8], hierarchical communication is used in a proposed medium access (MAC) protocol. Initially, vehicles exchange messages so that after some time groups with one leader and member nodes are formed. The leader node is responsible for coordinating the communication of all members of its group. This coordination is done by determining a slice of time in which a member of the group has access to the physical environment. Using this mechanism allows a better use of the physical environment, as it reduces the number of collisions. Moreover, it offers improved network scalability, because communication problems are treated within each group, avoiding the constant reorganization of the network.

[1] also proposes a hierarchical organization of the network, with vehicles traveling in the same direction organized in clusters whose leaders are responsible for collecting data about the members’ state. Later, these data are sent to traffic light controllers for traffic management purposes. The formation of clusters occurs soon after nodes have identified their respective neighborhoods, ie, vehicles that are within their coverage area. This identification is made from the signaling messages sent periodically by vehicles. Once a node has information about its neighbors, for example, identifier, position, direction and speed, it calculates a weight for itself. The node with lower weight in a neighborhood is chosen leader and other vehicles traveling in the same direction are affiliated to form the cluster.

Although the proposals outlined above indicate the viability of application in VANETs, all require a stable communication environment, without latencies or at least with known latencies and without node faults as, for instance, crash-faults. However, these assumptions are at best artificial and cannot be adopted in a VANET environment. Thus, to minimize the problems brought by the VANET environment to ITS applications, these applications should be designed to be fault-tolerant with a well-defined behavior in the occurrence of a fault in order to maintain service availability to users. The next section presents some of the more recent and well known proposals for implementing failure detectors in mobile ad hoc networks that can inspire VANET counterparts.

III. FAILURE DETECTORS IN MOBILE AD-HOC NETWORKS

Failure detection is an essential service to the development of fault tolerant applications such as in group communication, replication services, and distributed consensus, and has been extensively studied in the last decade. Traditional systems for failure detection [3], [5], [15] use periodic signaling (heartbeats) between the processes and generally assume that these processes are in a fully-connected network. If a node (process) $p$ does not receive a signal from another node $q$ of the network within a certain fixed timeout, $p$ considers $q$ suspected of failure.

The use of fixed timeouts leads to many suspicions because it does not consider the changes in charge of communication nor the frequent link loss in mobile networks. Recently, new proposals more suitable to the environment of mobile networks have introduced the concept of adaptive timeouts [4], [19], [9].

In [4], fixed timeouts are replaced by freshness points. In this proposal a new time value $\tau^v_i$ is estimated for the arrival of the $i$-th signal from process $v$, regardless of the time when the previous one occurred. Using an estimate for the arrival of the next signaling increases the reliability and robustness of the detector, since it makes the detection time of independent of the last signaling, thus reducing the number of false suspicions generated by network delays.

An adaptive failure detector is proposed in [14]. In this proposal, the detector uses SNMP communication and artificial neural networks for training MIB patterns. These patterns are used to identify failures and adapt the timeouts, effectively estimating the arrival of the next signal.

Other proposals, such as in [19], [9], have a hierarchical concept for failure detection. The network is divided into clusters and each cluster provides a local view of the network, within which nodes identify failures by message exchanges between its members. Failures identified in the clusters are propagated through the network by inter-cluster communication channels so that a suspicious or faulty node is known by other nodes of the network.

Failure detection systems based on adaptive signaling and hierarchical organization are well suited to the environment of mobile ad hoc networks. They make failure detectors apt to avoid the two main problems of these networks: variable communication time and message loss [19]. However, failure detection systems for mobile ad hoc networks assume little variation in the network density and low mobility of nodes. Furthermore, they commonly assume that all nodes of the network are reachable from each other. These assumptions are unlikely in VANETs due mainly to the high mobility of vehicles. Thus, the current proposed failure detectors are not well suited for the environment of vehicular ad hoc networks. The following sections describe a system model and a proposed failure detector designed for the VANET environment.

IV. SYSTEM MODEL

The system consists of a set $P = \{p_1, p_2, \ldots, p_n\}$ of processes in which $n$ is unknown, but finite. Each process has a unique identifier $p$ and represents an instrumented vehicle, which in turn represents a node in a flat network. In this
model the terms node, process and vehicle are interchangeable. A vehicle is said to be *instrumented* when equipped with communication capabilities, embedded processing, GPS, and digital road maps.

Each process $p$ has a local clock that represents time through a sequence $T$, in which an instant of time $t_p$ is an element of $T$ and $t^i_p$ represents the $p$-th signaling broadcasted by process $p$. Furthermore, it is possible to assume that local clocks are synchronized by GPS and that the derivation between them is not significant for the application.

Vehicles move along the same one-way track. These vehicles can communicate directly with each other through communication channels, provided they are within the coverage area of each other. The coverage area of a node $p$ is a circle of radius $r_p$ with $p$ at the center. Since two nodes $p$ and $q$ are in a coverage area of the other, they are neighbors or members of a neighborhood. If two neighboring nodes $p$ and $q$ move away from each other beyond one’s coverage area, both eliminate the other from their respective list of neighbors.

### A. Communication Channels

Communication between nodes in a neighborhood takes place through communication channels using $send()$ and $receive()$ events. To send message $m$, a process $p$ triggers an event $send(m)$ and when $q$ receives the message it triggers an event $receive(m)$. These messages are sent by broadcast and a message from a node may or may not be received by its neighbors.

It is also assumed a transmission delay $a_p(q)$ for the signaling messages received by a process $p$ of a neighbor $q$. This delay is not constant and can be calculated by:

$$a_p(q) = t_p - (t^i_q + D_q), \quad (1)$$

where $t_p$ is the moment that $p$ receives a signaling message from $q$, $t^i_q$ is the timestamp of the last signaling received from process $q$ and $D_q$ is the latency in seconds needed for $q$ to send the message through the communication channel. $D_q$ can be calculated from the function used to measure the quality of the link between two nodes in the 802.11s standard [2] as:

$$D_q = \left[ H + \frac{B}{C} \right], \quad (2)$$

where $H$ is a constant overhead of the MAC layer and indicates the time in seconds to process and post the application to the physical medium; $B$ is the message size in bits; and $C$ is the transmission rate in bits/s of the communication channel.

In this model the communication channels are unreliable, but a message obtained through an event $receive()$ is always correct. It is also defined that a process $p$ broadcasts periodically at every $Q$ seconds a signaling message $m$ to all its neighbors. The fields that make up this message are shown in Table I.

As shown in Table I, each process $p$ broadcasts periodically its unique identifier ($Id_p$), instantaneous velocity ($v_p$), current time ($t^i_p$), current position ($p(x, y)$) on the digital map at the moment of the signaling, and a list containing the $Ids$ and $TimeStamps$ most recently received from its neighbors ($N_p$).

### B. Fault model

It is assumed that a process can produce two types of faults: those caused by an equipment crash (crash-fault) and those caused by the vehicle exiting the road (exit-fault). A process that produces a crash-fault is not able to send and receive messages and will not return to the system until its communication equipment is fixed.

An exit-fault occurs when a process (vehicle) leaves the road as, for example, when parking or entering a building. In this case, the process keeps sending or receiving messages. A process $p$ can determine if another process $q$ in its neighborhood is on the road by comparing the received data from its neighbors (see Table I) with the information from its digital road map. A process that is faulty due to an exit becomes part of the network whenever it returns to the road.

This model does not consider or treat malicious or Byzantine faults, in which the processes that fail continue to send messages, impairing the functioning of the system. To avoid such failures, an authorization mechanism can be used to verify the existence of network intruders, but the study of such mechanisms is not the focus of this work. The next section describes the system for detecting failures proposed in this paper.

### V. THE PROPOSED FAILURE DETECTION SYSTEM

VANETs are subject to connection breakages and variations in the quality of communication between its nodes due mainly to the high mobility and sudden changes in the density of vehicles on the roads. Thus, a desirable feature for failure detectors to be used in these networks is that they adapt their timeout intervals along with the variations in communication loads as proposed in [13].

This paper proposes a failure detection system in which a monitor process $p$ determines if a monitored process $q$ should be considered suspect, i.e., if process $q$ may be experiencing a faulty behavior. For a monitor process to determine if a monitored process is suspicious, the monitor process uses information about the state of the monitored process received directly and indirectly. A monitor process $p$ gets direct information about a monitored process $q$ through the signaling that process $q$ periodically broadcasts to its neighbors. Indirect information is obtained through the data

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Id_p$</td>
<td>identifier of node $p$</td>
</tr>
<tr>
<td>$v_p$</td>
<td>speed of $p$ in m/s</td>
</tr>
<tr>
<td>$t^i_p$</td>
<td>i-th timestamp sent by process $p$</td>
</tr>
<tr>
<td>$p(x, y)$</td>
<td>current position of vehicle $p$</td>
</tr>
<tr>
<td>$N_p$</td>
<td>list containing the $Ids$ and $TimeStamps$ most recently received from $p$ neighbors</td>
</tr>
</tbody>
</table>

---

**Table I**

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Id_p$</td>
<td>identifier of node $p$</td>
</tr>
<tr>
<td>$v_p$</td>
<td>speed of $p$ in m/s</td>
</tr>
<tr>
<td>$t^i_p$</td>
<td>i-th timestamp sent by process $p$</td>
</tr>
<tr>
<td>$p(x, y)$</td>
<td>current position of vehicle $p$</td>
</tr>
<tr>
<td>$N_p$</td>
<td>list containing the $Ids$ and $TimeStamps$ most recently received from $p$ neighbors</td>
</tr>
</tbody>
</table>
contained in the lists \( N_p \) (see Table I) sent by the other neighbors of \( p \) along with their signals.

When a monitor process \( p \) does not receive within a given timeout a direct or indirect signal of the monitored process \( q \), process \( q \) is considered suspicious and added to the list of suspects in the monitor process \( p \). A suspicious process \( q \) remains on the list of suspects until the monitor process \( p \) receives a new signaling directly from \( q \). A correct process, ie, one that does not have a fault and even so is inserted in the list of suspects is called a false suspicious. Such situation indicates an error of the failure detection system.

The failure detector proposed in this paper can make mistakes, adding to the list of suspects some processes that are correct. Also, it may consider faulty processes as correct. Each monitor process \( p \) has therefore a module for failure detection that adds or removes a monitored process \( q \) from the list of suspect processes using different pieces of information in order to correct itself: an adaptive timeout and information obtained directly or indirectly about the state of the monitored process.

A. Timeout computation

Adaptive failure detectors cope better with changes in the conditions of network communications, dynamically changing the waiting interval for a signal. In this proposal, a process \( p \) computes a timeout \( \beta_q \) for each of its neighbors \( q \) by:

\[
\beta_q = Q + A_q + \Delta_q,
\]

where \( Q \) is the period of signaling (heartbeat), \( A_q \) is the mean square of the delays of the \( n \) last signalings of \( q \) and \( \Delta_q \) is a time in seconds that varies according to the distance between two neighboring processes.

To calculate the component \( A_q \), each process \( p \) maintains a list \( L_n \) with the delay of the last \( n \) signals of \( q \). From these delays, \( A_q \) can be calculated by:

\[
A_q = \left[ \frac{1}{n} \sum_{i=1}^{n} a_p(q) \right]^2,
\]

where \( n \) is the number of signals received from \( q \) and stored by process \( p \) in the list \( L_n \) and \( a_p(q) \) is the delay between each of such signalings.

The quadratic mean is used in this proposal because it is more sensitive than the arithmetic mean to changes in average values (in this case, the delays between signal arrivals). Thus, it is possible to adapt more rapidly the timeout with respect to variations in the communication load without disregarding the history of previous signalings.

The size of \( L_n \) affects the behavior of the detector. If it is very small, the detector will have little tolerance to small variations in network load; if it is too large, abrupt changes in communication load will be averaged out and hence do not necessarily represent the current communication state between processes. Thus, the size of \( L_n \) must be adjusted taking into account some parameters such as mobility of nodes, the time of signaling and time constraints of applications that rely on the detector accuracy.

The \( \Delta_q \) component adds to the timeout a time value that increases as two neighboring nodes move away from each other. This increase in the timeout reduces the impact of signal attenuation generated by the increased distance between the vehicles and possible variations in the density of vehicles (nodes), for example, at traffic lights or speed bumps. These density variations cause the neighboring processes that do not share the same neighborhood may have very different medium access conditions. This difference in access time to the physical environment can affect communication by increasing packet loss and delays. Moreover, as two nodes move away from each other, the probability of loss of messages due to the physical attenuation of the signal also increases.

Considering these factors, \( \Delta_q \) consists of a term \( \alpha \) which defines a minimum coefficient of delay between the signals and a second term associated with the variable distance between vehicles:

\[
\Delta_q = \alpha + k \frac{d(p, q)}{r_p}
\]

where \( \alpha \) is a calibration constant, allowing a minimum of delay in the signaling between two processes. The second term of the equation defines a ratio between the distance \( d(p, q) \) of processes \( p \) and \( q \) and their communication radius \( r_q \), so that the closer these processes are the smaller the resulting value and vice-versa. The gain \( k \) is used to adjust the relative importance of the ratio. The limits of \( \Delta_q \) are defined as follows:

\[
\forall(p, q) d(p, q) = 0 \rightarrow (\Delta_q = \alpha)
\]

\[
\forall(p, q) d(p, q) = r_p \rightarrow (\Delta_q = \alpha + k)
\]

It is also defined that, for \( d(p, q) > r_p \), \( k = 0 \), thus avoiding an indefinite increase in \( \Delta_q \).

B. Neighborhood perception

The perception that a process \( p \) has of its neighborhood depends on the signals received from its neighbors \( q \) and the information contained in the list \( N_q \) of each process \( q \).

Thus, a node \( p \) stores information about every signal received directly from its neighbors, in addition to information from the list \( N_p \) of \( Ids \) and timestamps of the neighborhood of its neighbors. With this, a vehicle \( p \) can build an image of the network beyond its radius of communication, allowing: i) if it fails to receive a signal from a neighbor within its timeout, data contained in the list \( N_p \) can be used to avoid that \( p \) insert a neighbor \( q \) in its list of suspects; and ii) if \( p \) suspects of a neighbor \( q \), the time of suspicion may be reduced since \( p \) can see that \( q \) is active through messages sent by another neighbor.

Using information about processes that are at more than one hop makes the failure detection more reliable and robust in the face of mobility and delays in communication.
C. Connectivity detector

In vehicular ad hoc networks nodes can reach relative speeds in excess of 60 m/s generating a lot of broken links. Link breakages cause many applications to overload the network with control messages when attempting to reorganize the network, to restore communication routes or to rediscover lost services. In this context a mechanism to detect connectivity has two functions: i) anticipate a possible loss of connectivity between two processes and ii) prevent that the link loss be considered a failure, which would be interpreted by the application as a service outage.

Thus, to anticipate whether a link will be valid at a given moment can benefit the application in various ways such as allowing alternative communication routes between origin and destination to be found before the link is broken. Moreover, it can also work to identify real failures, in which the processes are still within the area of communication of each other but there is no communication between them. In both instances, applications can save time and increase reliability for users.

Although it is not possible to anticipate the actions of individual drivers, traffic behavior follows a set of known rules, such as vehicle traveling in the same direction along a road do not experience instantaneous changes in speed and position. Thus, it is possible to use some of these features along with information broadcast periodically by vehicles to determine whether a link between two neighboring processes remains valid.

The connectivity detector $DC_P(q)$ proposed in this paper is executed in all vehicles. Using the connectivity detector, a vehicle $p$ estimates if a neighbor $q$ is still within its coverage area of communication. For this end, $p$ uses the following information: the last known speed of the neighbor $q$, the communication radius $r_p$, the last known position of both vehicles $P_p^{\text{current}}$ and $P_p^{\text{last}}$ and the time of the last signaling $t_q^i$ sent by $q$ and the current time $t_p$ at $p$. The following algorithm describes in a simplified manner the operation of the connectivity detector.

```
1 begin
2     $P_p^{\text{current}} \leftarrow$ current position of $p$
3     $P_p^{\text{last}} \leftarrow$ last known position of $q$
4     $P_q^{\text{estimated}} \leftarrow$ calculate the estimated position of $q$
5     if ($|P_p^{\text{current}} - P_q^{\text{estimated}}| < r_p$) then
6         return true;
7     else
8         Process $p$ eliminates $q$ of its neighbors list;
9         return false;
10    end
11 end
```

Algorithm 1: Connectivity detector

In algorithm 1, $P_p^{\text{current}}$ indicates the current position of $p$ and the last position ($P_p^{\text{last}}$) sent by process $q$ which was received by $p$ (lines 2 to 3). Next the estimated position of $q$ ($P_q^{\text{estimated}}$) is calculated using the data of the last signal that $p$ received from $q$ together with information from the GPS and digital road map (line 4). If the difference between the positions of $p$ and $q$ is less than $r_p$, then the link is valid, otherwise the node is removed from the list of neighbors (lines 5 to 10).

The next section presents the algorithm for failure detection in which the connectivity detector is used.

D. The Proposed Failure Detection Algorithm

The proposed failure detection system runs three parallel tasks, T1, T2 and T3. Task T1 is responsible for receiving the signals and update the data of each neighbor of the process $p$. In task T2, the failure detector continuously checks if a process $q$ should be added to the list of suspects and task T3 is responsible for the recovery of false suspicions.

The simplified algorithm of the proposed failure detector is described below, and works as follows: consider two processes $p$ and $q$, where $p$ monitors $q$, which in turn broadcasts a message $m$ at every $Q$ seconds.

```
1 Task: T1
2 repeat
3     When receive(m)
4     Update data of neighbor $q$ using signaling message
5     Calculate $\beta_q$
6     $t_q^i \leftarrow$ more recently timestamp from the process $q$
7 until forever;
8 Task: T2 /* Failure detection */
9 repeat
10     When $(t_p - t_q^i) > \beta_q$: timeout expired
11     if ($q \notin$ suspect list) then
12         if ($DC_P(q)=\text{True}$) then
13             Insert $q$ in suspect list of $p$
14         end
15     end
16 until forever;
17 Task: T3 /* Failure recovery */
18 repeat
19     if ($DC_P(q)=\text{True}$) and ($q \in$ suspect list) and
20         $(t_p - t_q^i) \leq \beta_q$ then
21         Remove $q$ from suspect list
22 until forever;
```

Algorithm 2: Failure detector

In task T1, when a process $p$ receives a signaling message from a neighbor $q$, the process $p$ updates the data about this neighbor (lines 3 to 4). Then, process $p$ estimates for this neighbor the new timeout $\beta_q$ (line 5). In line 6, the process $p$ updates the variable $t_q^i$ with the more recently timestamp received from process $q$. That is, process $p$ updates the variable $t_q^i$ with the timestamp received either directly or indirectly from the process $q$, whose value is closest to the current time $t_p$ in the $p$. The timestamps indirectly received from the process $q$ are stored in the list $N_p$, which is sent by its neighbors along with the signals (see Table I).
The generation of failure suspicions occurs in task T2. Upon starting the detection, \( p \) verifies if there is a non-suspicious neighbor \( q \) that exceeded its timeout (lines 10 and 11). When \( q \) does exceed its timeout \( \beta_q \), process \( p \) runs the connectivity detector and, if the link is still valid, process \( p \) inserts \( q \) in the suspect list (lines 12 to 14). Finally in T3 a failure recovery process is executed. If a process \( p \) receives a signal from a suspicious process \( q \), either directly or through one of its neighbors, \( p \) verifies if the signal is within the timeout \( \beta_q \); if this is true, \( q \) is removed from the list of suspects (lines 19 e 20). In both T1 and T2, the connectivity detector prevents processes whose link was not considered valid to be interpreted as suspicious processes.

**VI. Evaluation of the Proposed Failure Detector**

This section presents implementation results for the algorithms described in previous sections in a simulation scenario. The efficiency of the proposed failure detector was measured by analyzing its performance in relation to three metrics: i) number of false suspicions, ii) average time for failure detection due to failures, and iii) average time to recover a false suspicion. A fourth metric evaluates the influence of sample size \( L_n \) used to calculate the quadratic mean delay \( A_q \) between signals in the generation of false suspicions.

The number of false suspicions is the sum of individual suspicions produced by the processes during the simulation subtracted by the number of failures that actually occurred in the neighborhood of these processes. This metric indicates the reliability of the detector in face of mobility and changes in the load of network communication.

The metrics that evaluate the average time to detect a failure and the mean time to the recovery of false suspicions indicate the speed of detection, i.e., the response time of the proposed failure detector. The time for failure detection consists of an interval between the time when the fault happened and the moment when it was detected by a correct process. The time for fault recovery is the time elapsed between the insertion and withdrawal of a process from the list of suspects.

A failure detector is considered more reliable as the number of suspects indicated by it gets closer to the actual number of faulty processes in a certain time interval. The efficiency of the detector is related to its response time in terms of (i) detecting fault processes in a short time in relation to the heartbeat, and (ii) recovering a false suspicion quickly.

**A. Simulation Model**

Simulations were performed using the discrete event simulator OMNET++ (Objective Modular Network Testbed in C++) [20]. The communication radius is defined as \( r_p = 150 \). The communication standard used is the IEEE 802.11 [10] with a model of signal attenuation (path loss, fading and shadowing) implemented in the Mixim package [12]. The rate of communication and the overhead of the MAC layer are adopted respectively as \( C = 2 \text{ Mbps} \) and \( H = 0.01 \text{ s} \).

The simulation scenario consists of a road with 4000 m in length, on which vehicles move in the same direction with speeds ranging from 10 m/s to 22 m/s, or about 36 km/h to 80 km/h. Four experiments were conducted, each with four different densities of vehicles on the road: 50, 150, 250 and 350 vehicles.

The duration of each experiment is 100 s with signaling period \( Q = 0.1 \text{ s} \). \( \alpha = 0.02 \text{ s} \) is constant in all experiments, while the values of \( k \) were varied between 0 s and 0.06 s, so as to assess the influence of mobility on the performance of the detector. The window \( L_n \), which stores the delay between the signals of a vehicle, has size \( n = 100 \) for all processes in the system. In the simulation, 20% of processes exhibit faults; these faults occur randomly throughout the simulation and a faulty process does not return to the system.

**B. Experimental results**

Figures 1 and 2 show results related to the reliability of the proposed failure detector.

Figure 1(a) shows the percentage of false suspicions in relation to the number of predictions made by the processes throughout the simulation. Note that increasing vehicle density on the road increases the number of false suspicions. This increased density is produces an increase in the number of heartbeat signals received by each of process. However, the absolute number of false suspicions does not increase proportionally to the absolute number of signals. These results show that the proposed fault detector provides good reliability in the VANET scenario in which density variations are frequent. The stability of a fault detector in face of the density variations is a very important feature for fault detectors in VANETs, as the traffic density can vary sharply, for example, at traffic lights or other bottleneck.

Figure 1(b) shows that the sample size of the delays between signalings stored in \( L_n \) affects the performance and hence that the choice of size should be careful. Criteria for determining the sample size depend on factors such as signaling period, time constraints of the applications, network density, etc. It can be seen in this figure that i) very small samples leave the failure detector very sensitive to load changes in the communication network, and ii) very large sample sizes attenuate the sensitivity of the detector against sudden changes in load. Therefore, both cases lead to a lower reliability of the fault detector.

Figure 2(a) shows the average time to detect faults during the simulation. Again, the proposed detector shows stability in face of variation of density in the network, which is essential for the communication environment of VANETs. Note also that the increase in \( k \) does not significantly affect the average time of detection. On the other hand, while the average time of detection is not affected by the increase in \( k \), the percentage of false suspicions decreases, as shown in Figure 1(a). That is, the increase in values of \( k \) does not reduce the response time of detector and promotes an
increase in the reliability of the detector, ie, it reduces the number of false suspicions.

Figure 2(b) indicates the average recovery time of false suspicions. Note that the average time for fault recovery increases with increasing density. However, its value is relatively low when compared to the heartbeat. This is because although the density affects the load of communication and, therefore, the delay between the signals, the increase in the number of neighbors helps a monitor process to recover quickly from a false suspicion using data sent by processes being monitored (See Table I).

Observing the results shown in Figures 1 and 2, the proposed fault detector not only adapts quickly to the conditions of mobility and network density, but also has a low error in the fault detection. Thus, it shows promising possibilities for creating a more reliable network so that distributed applications in VANETs can operate with improved performance.

VII. CONCLUSION

The ability to detect faults and to reduce the number of false suspicions, adapting the fault detection system to the varying loads in network communications is vital for distributed applications with critical time constraints, especially those that use information about the vicinity of a vehicle for making their decisions. Applications such as, for example, real-time traffic light control, collision avoidance systems, and vehicle-infrastructure cooperation cannot disregard the existence of a vehicle on the road after the loss or delay of a message. Even other network applications such as P2P communication need mechanisms to detect failures that minimize the need for the reorganization of the network or the reconstruction of communication routes.

Despite its importance, current proposals for failure detectors for mobile networks are not designed for the environment of high mobility and rapid variations in network density found in VANETs. This paper proposed a fault detector adapted to the VANET environment. This detector has a mechanism of connectivity detection that attempts to minimize the impact of mobility in the process of fault detection. Simulations show that the proposed fault detector is well suited to density variations, generating a small number of false suspicions and a low time for the recovery of these false suspicions. In future work new mechanisms will be added to the fault detection so that it can understand the context of the surrounding traffic. For example, if the vehicle moves on the road with other vehicles forming a platoon, the detector can be used to form and maintain clusters of vehicles on urban roads. Such clusters are useful
for gathering traffic data from individual vehicles for traffic management purposes, as in the work proposed in [1].
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