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Abstract—The problem of scheduling a set of tasks on a multiprocessor architecture is addressed. Tasks are assumed to be sporadic with arbitrary deadlines and may migrate between processors. The execution of migrating tasks is controlled by a bandwidth reservation scheme so that schedulability is guaranteed by EDF. Task migration costs are taken into consideration. Results from experiments indicate that the proposed approach performs well in terms of schedulability.
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I. INTRODUCTION

Nowadays multiprocessor architectures have become commonplace in the market. Machines equipped with chips with up to eight cores can be found in low-budget desktops and this trend will seem to continue for some time. Some experts foresee that by 2017 there will be 4096-core chips [21]. Current prototypes by Intel are built with 80 cores [17]. This scenario has motivated the real-time systems research community to develop efficient real-time scheduling mechanisms and several achievements have been made in this area.

In this paper we address this problem and give a novel scheduling mechanism for scheduling a set of independent sporadic tasks with arbitrary deadlines in a multiprocessor architecture. Tasks are statically allocated to processors but some tasks are allowed to migrate between predefined processors. In other words, task migration is controlled. Migration-control schemes have been proposed recently [1][2][5][19][20] and usually compare favorably in terms of schedulability bounds against either migration-uncontrolled [6][7][8][16] or migration-forbidden [10][14] schemes.

The proposed task allocation scheme follows similar reasoning used by recently published works [1][2]. A common time slot $T$ is defined. Reserves of such slots are assigned to migrating tasks so that they can execute in two processors without overlapping in time. We have developed a bandwidth reservation mechanism to control the amount of execution of migrating and non-migrating tasks. We name this approach EDF-BR (EDF with Bandwidth Reservation). Utilization-based schedulability tests are used to define the reserves, providing an efficient allocation mechanism. Each processor executes its assigned tasks according to EDF. Another characteristic of our approach is that task migration costs are taken into consideration. To the best of our knowledge, these costs have been neglected up to now.

EDF-BR is evaluated using a large number of randomly generated task sets. As will be shown, EDF-BR exhibits similar performance when compared to recently published works. Nonetheless, unlike these related approaches, EDF-BR uses polynomial-time schedulability tests, which makes it a much more efficient scheme. This characteristic is very useful for dealing with complex many-processor real-time systems.

The remainder of this paper is structured as follows. Section II summarizes related work. The system model and notation used throughout this paper are given in Section III. EDF-BR is described in Section IV and its analysis is derived in Section V. Results from simulation are presented in Section VI. Concluding remarks are drawn in Section VII.

II. RELATED WORK

The problem of scheduling a set of real-time tasks in a multiprocessor system has extensively been studied and several approaches to this problem have been proposed. This section presents only a brief summary of them, highlighting those approaches most related to EDF-BR.

Most work in the area can be classified into two groups. There are schemes that partition the task set so that tasks are statically allocated to processors and do not migrate. Although this migration-forbidden approach is interesting because usual scheduling algorithms can be used in each processor, it presents some scheduling anomalies [3][4][15]. Also, it can be shown that some schedulable systems cannot be feasibly scheduled if task migration is forbidden [12]. Scheduling approaches that do not impose any restriction on task migration lie in the second group. Usually they are based on a global queue and greedily assign tasks to processors at runtime. Priority-based scheduling policies [6][7][8][23] can be used to order this queue. These policies usually present a low schedulability bound. Although some approaches are optimal in terms of schedulability [9][13][18], they usually present high implementation overhead or consider a restrictive task model.
Recent work addresses a different approach to the problem according to which tasks are statically allocated to processors but some of them are allowed to migrate in a controlled manner. The amount of time and the processors to execute migrating and non-migrating tasks are defined off-line. This scheme has been used by EDF-fm [16], EGK [1][5], EDF-SS[2], EDF-WM[20], among others [11]. Interesting results have been shown by such a branch of work. Considering periodic [5] and sporadic tasks [1], some authors have shown that schedulability can be traded off to another. Although determining such costs is a current consideration, which makes the approach described here less, sporadic tasks with arbitrary deadlines are taken into account. We consider polynomial-time utilization-based tests to allocate tasks to processors like EGK [1][5]. Nonetheless, sporadic tasks with arbitrary deadlines are taken into consideration, which makes the approach described here more efficient in terms of time complexity than EDF-SS or EDF-WM. Further, to the best of our knowledge, EDF-BR is the first multiprocessor scheduling approach that takes migration costs into account. As will be shown experimentally, migration costs have a great impact on the system schedulability and so cannot be neglected.

III. NOTATION AND SYSTEM MODEL

We consider a system composed of \( n \) sporadic tasks \( \Gamma = \{\tau_1, \tau_2, \ldots, \tau_n\} \) to be scheduled in a machine \( \Pi \) with \( m \) identical processors \( \Pi = \{\pi_1, \pi_2, \ldots, \pi_m\} \). There may be infinite occurrences of the same task \( \tau_i \) during the system execution, each of which is called a job of \( \tau_i \). Each task \( \tau_i \) is independent of each other and is defined by the tuple \( \tau_i = (C_i, D_i, T_i, \mu_i) \), where: \( T_i \) represents its minimal inter-arrival time; \( C_i \) is its worst-case execution time; \( D_i \) is its relative deadline and \( \mu_i \) is its migration cost. Parameter \( \mu_i \) represents, for example, extra execution time due to cache-misses when \( \tau_i \) migrates from one processor to another. Although determining such costs is a current research issue, recent results have been seen [22]. In our model, parameter \( \mu_i \) is used as an attempt to incorporate the effect of migration for schedule purpose.

We conservatively require that each task \( \tau_i \) finish its execution within \( \Delta_i = \min(D_i, T_i) \). The processor demand of \( \tau_i \) within this execution window is then defined as \( d_i = C_i/\Delta_i \). Despite this conservative approach, experiments have shown similar results in terms of schedulability when comparing with related work, as will be seen in Section V.

A schedule \( \Gamma \) is a function that associates a task in \( \Gamma \) to a processor in \( \Pi \) over time. We consider only valid schedules, according to which: at any time \( t \) a processor executes, at most, one job and the same job cannot be executed in more than one processor; and no job is executed more than once. A valid schedule is feasible if no job misses its deadline in such a schedule. A system is schedulable if there is some feasible schedule for it.

Considering a given system composed of a set of tasks \( \Gamma \) and a multiprocessor machine \( \Pi \), in this work we derive a scheduling strategy to produce a feasible schedule for it. The proposed approach is based on off-line processor bandwidth reservations. Each reserve is carried out via scheduling servers. More specifically, a task \( \tau_i \in \Gamma \) executes on processor \( \pi_x \in \Pi \) through a server \( S_{i,x} \). Server \( S_{i,x} \) is defined by a tuple \((Q_{i,x}, D_{i,x}, T_{i,x}, \text{type})\), meaning that \( \tau_i \) has the right to use \( Q_{i,x} \) time units within \( T_{i,x} \) and its execution must finish within \( D_{i,x} \) the server deadline. The value \( Q_{i,x} \) is called the capacity of \( S_{i,x} \). The system controls the current budget of \( S_{i,x} \), denoted \( q_{i,x} \), which assumes values between 0 and \( Q_{i,x} \). A server can only be scheduled for execution if its budget is not null. The set of the defined servers is denoted \( \Omega \), which are scheduled according to EDF on each processor \( \pi_x \in \Pi \). In other words, the server with the earliest absolute deadline in \( \pi_x \) is chosen to execute as long as it has a positive budget and its associated task is waiting for execution.

There are three types of server in \( \Omega \). If there is enough bandwidth to successfully execute a task \( \tau_i \) in \( \pi_x \), an ordinary server is defined in \( \Omega \) and is associated to the execution of \( \tau_i \). Otherwise, \( \tau_i \) must migrate between two processors. These servers, named primary and secondary, are associated to the execution of migrating tasks. Migration costs are taken into consideration when defining these servers. Primary and secondary servers are allocated to two distinct processors. The rules to create \( \Omega \) and schedule these servers will be defined in the next section.

IV. THE PROPOSED STRATEGY

Before describing the procedure to define the servers in \( \Omega \) (Section IV-C) and the rules that drive their behavior (Section IV-D), we motivate the proposed strategy in Section IV-A and give an overview of it in Section IV-B.

A. Illustration and Motivation

In order to illustrate the EDF-BR (EDF with Bandwidth Reservation) strategy, consider the following illustrative example.

Example IV.1. Let \( \Gamma = \{\tau_1, \tau_2, \tau_3\} \) be a periodic task set to be scheduled in two processors \( \Pi = \{\pi_1, \pi_2\} \). Assume that \( C_1 = 3, C_2 = 1.5, T_1 = T_2 = 4, C_3 = 6 \) and \( T_3 = 8 \). Also, consider that \( D_1 = T_1, i = 1, 2, 3 \) and \( \mu_1 = \mu_2 = \mu_3 = 0.5 \). All tasks arrive at time \( i = 0 \). Figure 1(a) shows a global EDF schedule for this system, where \( \tau_3 \) misses its deadline and \( \tau_1 \) is underutilized. However, as can be seen in Figure 1(b), there is a feasible schedule for this system.

It may be noted in Figure 1(b) that the execution of \( \tau_2 \) is split into two parts within each window \( T = 4 \), corresponding to servers \( S_{2,1} = (1, 1.4, \text{‘sec’}) \) and \( S_{2,2} = (1.1, 4, \text{‘pri’}) \), which are scheduled so that there is no overlapping between their executions. While \( S_{2,1} \) takes care of the second execution part allocated to \( \pi_1 \), \( S_{2,2} \) is responsible for the first one. As there is a cost of 0.5 time units associated with the migration of \( \tau_2 \), its total execution...
According to EDF-BR, the servers can only execute when they have positive budgets. For this example, this is true for the primary server $S_{2,2}$ in intervals $[0, 1]$ and $[4, 5]$ while the corresponding secondary server has positive budgets in $[3, 4]$ and $[7, 8]$. 

Tasks $τ_1$ and $τ_3$ are scheduled via ordinary servers, namely $S_{1,1} = (3, 4, 4, \text{‘ord’})$ and $S_{3,2} = (6, 8, 8, \text{‘ord’})$. In the figure, the former server has positive budgets in $[0, 3]$ and $[4, 7]$ while the budget of the latter is positive during $[0, 8]$. As the servers are scheduled according to EDF and ties are broken in favor of primary and secondary servers, it is guaranteed that no ordinary server interferes in the execution of both primary or secondary servers. The rules that define the schedule will be detailed shortly. Next, we give some intuition on the bandwidth allocation procedure.

### B. Outline

The definition of $Ω$ can be summarized as follows:

1) Choose a common time window length $T \leq Δ_i$, $i = 1, \ldots, n$ to be used for the servers of all migrating tasks. In Figure 1(b), $T = 4$. This approach is used to synchronize their executions in time slots so that the executions of servers associated to the same task do not overlap in time. Select $π_x$ to start allocating servers and go to step 2.

2) Following a non-increasing order of processor demand, select each task $τ_i \in Γ$ for which there is no allocated server. If a task can be assigned to an ordinary server in the current processor $π_x$, it is done. Otherwise, go to step 3. As can be seen in Figure 1(b), in this step $τ_1$ and $τ_3$ are assigned respectively to $S_{1,1}$ and $S_{3,2}$.

3) Calculate the largest budget still available for a secondary server in $π_x$ and select a task $τ_i$ which will suffer the smallest penalty as for migration.

4) Create secondary and primary servers, allocated to processors $π_x$ and $π_{x+1}$, respectively. The latter server has capacity $Q_{i,x+1}$ while the capacity of the former is $Q_{i,x}$ so that $τ_i$ is completely served on both processors and the execution time as for $μ_i$ is granted. If this is not possible, a feasible schedule cannot be found by the proposed approach. The case of $τ_2$ in Figure 1(b) illustrates how two servers associated to the same tasks (with $μ_2 = 0.5$) are defined. The secondary server uses the remaining 25% of $π_1$ and the primary server is enough to successfully complete the execution of $τ_2$ taking into account the migration cost $μ_2$.

5) Go to the next processor and repeat steps 2-5 until there is no task left to be served or no processor available to be allocated. In the latter case, a feasible schedule cannot be found by the proposed strategy.

The next two sections detail the scheme outlined above and define how servers are managed at runtime.

### C. Processor Bandwidth Allocation

Algorithm 1 is actually a detailed version of the allocation strategy previously outlined. All primary and secondary servers are created with periods equal to $T$, an input parameter of the algorithm, which defines time slots for synchronizing the execution of the servers. If a task $τ_i$ needs to migrate between two processors, with a migration cost $μ_i$, it will be served by a pair of servers, one primary and one secondary. Since $τ_i$ must finish within $Δ_i$ and all primary and secondary servers have period $T$, $τ_i$ must finish within $T[Δ_i/T] ≤ Δ_i$, and will execute

$$Q_i = \frac{C_i}{Δ_i/T} + μ_i$$

in each time slot. The value of $Q_i$ is computed in line 1 for all tasks and is used later in the algorithm to define the capacities of primary and secondary servers.

It is worth emphasizing that the processor bandwidth allocation procedure tries to completely fill a processor with non-migrating tasks. When this is not possible, a primary and a secondary server are created to serve the task that migrates between the current and the next processors.

When an ordinary server $S_{i,x}$ is allocated to $π_x$, there may already be a primary (but no secondary) server in $π_x$. Let the capacity of this primary server be $Q_{p,x}$, $0 \leq Q_{p,x} < Δ_i$. Recall that primary servers must execute at the beginning of each slot of size $T$. Also, its execution cannot suffer interference of ordinary servers, which is achieved by shortening the deadline of ordinary servers to a time before the execution of primary servers. This will be better explained in Section IV-D. Since the amount of time a deadline is shortened is bound by the capacity of a primary server, ordinary server demands can be increased to $δ_i = C_i/(Δ_i - Q_{p,x})$ (line 7). Note that at the time ordinary servers are being allocated to $π_x$, no secondary server has been allocated to $π_x$ yet. If there is enough processor capacity to serve demand $δ_i$, an ordinary server is created to serve this task with $Q_{i,x} = C_i$ and $D_{i,x} = T_{i,x} = Δ_i$ (lines 8-10). Variable $δ$ accounts for the sum of all ordinary server...
Algorithm 1: Server Allocation Procedure

Input: Set of $n$ tasks $\Gamma$
Input: Set of $m$ processors $\Pi$
Input: $T \in \{0, \min(T_1, \ldots, T_n, D_1, \ldots, D_n)\}$
Output: $\Omega$ if feasible; $\emptyset$ otherwise

1. $Q_i \leftarrow C_i / (\Delta_i / T) + \mu_i$, for all $\tau_i \in \Gamma$
2. Sort $\Gamma$ such that $\sum_{i=1}^{n} \geq \frac{C_i}{\Delta_i / T}$
3. $Q_x^p \leftarrow 0$; $Q_x^p \leftarrow 0, x = 1, \ldots, m$
4. $x \leftarrow 1; \delta \leftarrow 0; \Omega \leftarrow \emptyset$
5. while $x \leq m \land \Gamma \neq \emptyset$ do
6.   for $\tau_i \in \Gamma$ do
7.     $\delta_i' \leftarrow C_i / (\Delta_i - Q_x^p)$
8.     if $\delta_i' \leq 1 - (Q_x^p / T + \delta)$ then
9.       $\Gamma \leftarrow \Gamma / \{\tau_i\}$
10.      $\Omega \leftarrow \Omega \cup \{S_{i,x} = (C_i, \Delta_i, \text{\textit{ord}})\}$
11.     $\delta \leftarrow \delta + \delta_i'$
12. if $x = m \land \Gamma \neq \emptyset$ then return $\emptyset$
13. $Q_x^p \leftarrow \arg \max_{Q_x^p \in \Omega} \left\{\left(\frac{Q_x^p + \sum_{S_{i,x} \in \Omega} Q_x^p}{T} \right) \leq \frac{\sum_{S_{i,x} \in \Omega} Q_x^p}{T} \Delta_i \right\}$
14. $\tau_i \leftarrow \arg \min_{\tau_i \in \Gamma} \left\{\frac{Q_x^p}{T} - \frac{\sum_{S_{i,x} \in \Omega} Q_x^p}{T} \frac{\Delta_i}{\Delta_i} \right\}$
15. if $\tau_i$ is found then
16.   $\Omega \leftarrow \Omega \cup \{S_{i,x} = (Q_x^p, \Delta_i, \text{\textit{sec}})\}$
17. $Q_{x+1}^p \leftarrow Q_x^p - \delta$
18. $\Omega \leftarrow \Omega \cup \{S_{i,x+1} = (Q_{x+1}^p, \Delta_i, \text{\textit{pri}})\}$
19. $\tau_i \leftarrow \Gamma / \{\tau_i\}$
20. $x \leftarrow x + 1$
21. $\delta \leftarrow 0$
22. if $\Gamma \neq \emptyset$ then return $\emptyset$
23. else return $\Omega$

Algorithm 2: Server Pairing Procedure

Input: Set of $n$ tasks $\Gamma$
Input: Set of $m$ processors $\Pi$
Input: $T \in \{0, \min(T_1, \ldots, T_n, D_1, \ldots, D_n)\}$
Output: $\Omega$ if feasible; $\emptyset$ otherwise

1. $Q_i \leftarrow C_i / (\Delta_i / T) + \mu_i$, for all $\tau_i \in \Gamma$
2. Sort $\Gamma$ such that $\sum_{i=1}^{n} \geq \frac{C_i}{\Delta_i / T}$
3. $Q_x^p \leftarrow 0$; $Q_x^p \leftarrow 0, x = 1, \ldots, m$
4. $x \leftarrow 1; \delta \leftarrow 0; \Omega \leftarrow \emptyset$
5. while $x \leq m \land \Gamma \neq \emptyset$ do
6.   for $\tau_i \in \Gamma$ do
7.     $\delta_i' \leftarrow C_i / (\Delta_i - Q_x^p)$
8.     if $\delta_i' \leq 1 - (Q_x^p / T + \delta)$ then
9.       $\Gamma \leftarrow \Gamma / \{\tau_i\}$
10.      $\Omega \leftarrow \Omega \cup \{S_{i,x} = (C_i, \Delta_i, \text{\textit{ord}})\}$
11.     $\delta \leftarrow \delta + \delta_i'$
12. if $x = m \land \Gamma \neq \emptyset$ then return $\emptyset$
13. $Q_x^p \leftarrow \arg \max_{Q_x^p \in \Omega} \left\{\left(\frac{Q_x^p + \sum_{S_{i,x} \in \Omega} Q_x^p}{T} \right) \leq \frac{\sum_{S_{i,x} \in \Omega} Q_x^p}{T} \Delta_i \right\}$
14. $\tau_i \leftarrow \arg \min_{\tau_i \in \Gamma} \left\{\frac{Q_x^p}{T} - \frac{\sum_{S_{i,x} \in \Omega} Q_x^p}{T} \frac{\Delta_i}{\Delta_i} \right\}$
15. if $\tau_i$ is found then
16.   $\Omega \leftarrow \Omega \cup \{S_{i,x} = (Q_x^p, \Delta_i, \text{\textit{sec}})\}$
17. $Q_{x+1}^p \leftarrow Q_x^p - \delta$
18. $\Omega \leftarrow \Omega \cup \{S_{i,x+1} = (Q_{x+1}^p, \Delta_i, \text{\textit{pri}})\}$
19. $\tau_i \leftarrow \Gamma / \{\tau_i\}$
20. $x \leftarrow x + 1$
21. $\delta \leftarrow 0$
22. if $\Gamma \neq \emptyset$ then return $\emptyset$
23. else return $\Omega$

In order to define a secondary server, the algorithm searches for a not yet served task $\tau_i \in \Gamma$ so that the remaining capacity in $\pi_x$ is best used. This is carried out in lines 13-14. There are two aspects worth noticing in these lines. First, as a secondary server will be defined in $\pi_x$, it is necessary to account for the effect of deadline shortening, as mentioned before. Nonetheless, now the capacities of both primary and secondary servers must be considered. Indeed, the deadline of ordinary servers can be shortened by at most the maximum of the capacities of primary and secondary servers. Second, when determining which task will migrate in line 14, its migration cost is taken into account. As can be seen, if the migration cost is higher than the capacity left on $\pi_x$, or the total execution cost plus migration is greater than the time slot, it is better to allocate an ordinary server than to force such a task to migrate. If some $\tau_i$ is selected to migrate, a secondary server $S_{i,x}$ is created, with $Q_{i,x} = D_{i,x} = Q_x^p$ and $T_{i,x} = T$, filling up the current processor. Its primary server $S_{i,x+1}$, with $Q_{i,x+1} = D_{i,x+1} = Q_{x+1}^p$ and $T_{i,x+1} = T$ is defined to complete the total execution cost of $\tau_i (Q_i)$ within a time slot $T$ (lines 15-18).

It is interesting to observe that the chosen value of $T$ has some impacts on both the schedule feasibility and on the number of preemptions. Considering Example IV.1 as illustration, if one chose $T = 3$ instead of $T = 4$, a feasible schedule would not be possible. Indeed, in this case, Algorithm 1 would generate $S_{i,1} = (3, 4, 4, '\text{ord}')$, $S_{i,2} = (0.458, 0.458, 3, '\text{sec}')$, $S_{2,2} = (1.542, 1.542, 3, '\text{pri}')$ and no server for $\tau_3$ could be generated. In this case it is easy to see that the increased demand of ordinary server $S_{i,1}$ in $\tau_1$ would be $\frac{4.458}{3} = 0.847$, the demand of secondary server $S_{i,2}$ in $\tau_1$ would equal $\frac{0.458}{3} = 0.153$ and the demand of primary server $S_{2,2}$ in $\tau_2$ would be $\frac{3}{4.542} = 0.514$. The increased demand of server $S_{2,3}$ blocked by a budget of 1.542 would be $\frac{0.847}{4.542} = 0.192$ beyond what was available in $\tau_2$.

Also, note that the lower the value of $T$, the higher the number of preemptions of the migratory tasks. These observations suggest that if $T$ assumes the highest value so that $T_i - T[\Delta_i/T]$ is minimized, one can get good trade-offs for schedulability and preemption, an aspect also observed in other approaches [1][5]. Clearly, choosing $T = \gcd(\Delta_1, \ldots, \Delta_n)$ makes $T_i - T[\Delta_i/T] = 0$ for all $\tau_i$. However, if task periods are co-prime, this strategy may imply high preemption costs.\(^1\)

D. Scheduling Policy

At any time-instant, each server $S_{i,x} = (Q_{i,x}, D_{i,x}, T_{i,x}, \text{\textit{type}}) \in \Omega$ has a budget, $q_{i,x}$, $0 \leq q_{i,x} \leq Q_{i,x}$. The budget is consumed and replenished during the system execution according to some consumption and replenishment rules, respectively. These rules determine the behavior of the servers in $\Omega$. Before detailing such rules, let us define the server states.

1) Server States: At any time a server can be in one of the following four states:

- Ready. In this state a server can be scheduled for execution since it has both some task waiting for execution and a positive budget.
- Waiting. There is no pending task to be served. Hence, a server cannot be scheduled for execution while it is in this state.

\(^1\)An interesting compromising strategy could be dividing $\Gamma$ into subsets, allocating each subset to a group of processors so that the relations between task periods can be explored. In this paper we do not attempt to do so since we focus here on the scheduling strategy alone.
Backlogged. There is some pending task to be served but its current budget is exhausted. Therefore, it cannot be selected for execution.

Executing. If a ready server is selected for execution, it is in the executing state. At any time there is up to one server in this state per processor.

The transitions between server states are illustrated in Figure 2. If \( S_{1,x} \) is in the ready state, it goes to the executing state when it is selected by the dispatcher. Once executing, \( S_{1,x} \) may go to the other three states depending on its budget and the task it is serving, as indicated by the arrows in the figure. For example, if \( S_{1,x} \) is executing and its budget is depleted before its executing task finishes, the server stays backlogged until its budget is replenished. Nonetheless, if there is no task to be served, \( S_{1,x} \) is put in the waiting state until a new job arrives. If \( q_{i,x} > 0 \) at this time, \( S_{1,x} \) becomes ready. Otherwise, it stays backlogged until \( q_{i,x} \) is replenished.

![Figure 2. Server states and their transitions.](image)

2) Server Maintenance and Scheduling Rules: There are four types of rule that drive the behavior of the servers and their scheduling.

1) Replenishment rules. The budget \( q_{i,x} \) of any server \( S_{i,x} \), with \( i \in \Omega \), is replenished to the corresponding server capacity \( Q_{i,x} \). The replenishment times depend on the server type:
   
   a) The budgets of ordinary servers are replenished upon the arrival of the task they are serving. Hence, by the task model, the minimum time between replenishment is known.
   
   b) Primary servers. The replenishment operation takes place at the beginning of each time slot, i.e. \( kT, k = 0, 1, \ldots \).
   
   c) Secondary servers. \( S_{i,x} \) is replenished at times \( kT - Q_{i,x}, k = 1, 2, \ldots \). It should be noted that \( Q_{i,x} \) gives the necessary time to execute \( Q_{i,x} \) time units on processor \( \pi_x \) at the end of each time slot.

2) Consumption rules. A budget \( q_{i,x} \) of a server \( S_{i,x} \) is consumed in two different ways, depending on the server type. Whenever being consumed, their values are decreased at the rate of 1 per time unit.

   a) If \( S_{1,x} \) is an ordinary server, \( q_{i,x} \) is consumed when the server is in the executing state. Otherwise, \( q_{i,x} \) is kept unchanged.

   b) If \( S_{1,x} \) is either a primary or a secondary server, \( q_{i,x} \) is consumed whenever \( q_{i,x} > 0 \) independent of the server state.

3) Deadline shortening rule. Let \( t \) be the arrival time of a task \( \tau_1 \) served by an ordinary server \( S_{1,x} \). Let \( S \) be a primary or a secondary server allocated to \( \pi_x \) with absolute deadline and replenishment time equal to \( d \) and \( r \), respectively. If \( r < t + D_{1,x} < d \), the deadline of \( S_{1,x} \) is altered to \( r \).

4) Scheduling rule. Servers are scheduled by EDF. If ordinary servers have the same deadline as primary or secondary servers, the scheduler must select the latter in detriment of the former.

In order to implement 1b-1c, timers are needed. For 1b, a single (global) timer can be defined for the primary servers with period \( T \). Implementing 1c requires a timer per secondary server, i.e., at most one timer per processor. Rule 1a is event-triggered, which can be implemented/triggered by the same interrupt handler that deals with the task activation.

It is important to emphasize that due to the server replenishment and consumption rules, the execution of a primary server takes place at the beginning of the time slot while a secondary server can execute only at the end of this time slot. Rules 3 and 4 ensure that no ordinary server will interfere in the execution of a primary or secondary server, as will be seen in Lemma V.2.

The following example illustrates a particular scenario showing how the task set presented in Example IV.1 is scheduled.

Example IV.2. Consider the task set given in Example IV.1. The first jobs of tasks \( \tau_1, \tau_2 \) and \( \tau_3 \) arrive at time instants 3, 2 and 1, respectively, as indicated by the up-arrows in Figure 3. Then the other jobs arrive periodically. Job deadlines are represented by down-arrows. The figure shows the server budgets along the time line. The chosen time slot is \( T = 4 \).

As can be observed in the example, \( \pi_1 \) and \( \pi_2 \) are idle until time 3 and 1, respectively. Nonetheless, the budget \( q_{2,2} \), of the primary server \( S_{2,2} \), is consumed from the beginning. When \( \tau_2 \) arrives, at time 2, this budget is null. On the other hand, the budget of ordinary servers is kept unchanged when the servers are not executing. Task \( \tau_2 \) starts to be served at time 3 by \( S_{2,1} \), a secondary server. Task \( \tau_1 \) is not served in the first time slot because \( S_{1,1} \) is preempted by \( S_{2,1} \) until time 4. At this time, the primary server is replenished. Then \( S_{1,1} \) and \( S_{2,2} \) start executing since they are the earliest deadline servers in the ready state on \( \pi_1 \) and \( \pi_2 \), respectively. As can be seen, all tasks meet their deadlines.
V. FEASIBILITY ANALYSIS

In this section we show that the proposed approach finds a feasible schedule for a system whenever Algorithm 1 terminates successfully. Hereafter we assume that \( \Omega \) is the set of servers defined by Algorithm 1, \( T \) is the time slot used to define \( \Omega \) for some task set \( \Gamma \) and a multiprocessor \( \Pi \). The servers in \( \Omega \) follow the rules stated in Section IV-D. We start showing in Lemmas V.1 and V.2 that the execution of primary and secondary servers do not suffer interference of any server.

**Lemma V.1.** The executions of primary and secondary servers associated to the same processor or to the same task do not overlap in time.

**Proof:** If there is no primary or secondary servers in \( \Omega \), the lemma trivially holds. Otherwise, since by the algorithm such servers are created pairwise, there must be at least a pair of primary and secondary servers in \( \Omega \). Let \( S^p \) and \( S^s \) be any pair of primary and secondary servers with budgets \( Q^p \) and \( Q^s \), respectively. Consider an integer \( k \geq 0 \), \( S^p \) and \( S^s \) are replenished at times \( kT \) and \((k+1)T - Q^s\) by rules 1b and 1c, respectively. By rules 2a and 2b, their budgets are exhausted at times \( kT + Q^p \) and \( kT \), respectively. Thus, \( S^p \) and \( S^s \) can only be scheduled for execution at the beginning and ending of each time slot and their executions can not overlap in different time slots. Assume by contradiction that their executions overlap within a time slot. By the replenishment and consumption rules, this means that \( kT + Q^p > (k+1)T - Q^s \), which implies that

\[
Q^p + Q^s > T
\]  

There are two cases to be considered, either \( S^p \) and \( S^s \) serve the same task \( \tau_i \) or they are allocated to the same processor, \( \pi_x \), say. For the former case, by line 17 of Algorithm 1, \( Q_i = Q^p + Q^s \) and from line 14 \( Q_i \leq T \), which contradicts (2).

Now consider the case where \( S^p \) and \( S^s \) are allocated to a processor \( \pi_x \). \( Q^x \) is computed by line 13 of Algorithm 1 so that

\[
\frac{Q^s + Q^p}{T} + \sum_{S_{i,x} \in \Omega} \frac{Q_{i,x}}{\max(Q^s, Q^p)} \leq 1
\]

As \( \Delta_i > \max(Q^s, Q^p) \), (3) implies that \( Q^s + Q^p \leq T \), which also contradicts (2).

**Lemma V.2.** Ordinary servers do not interfere in the execution of primary and secondary servers.

**Proof:** Relative deadlines of ordinary servers cannot be less than \( T \leq \min_{\tau_i \in \Gamma}(\Delta_i) \) while primary and secondary servers have their relative deadlines equal to their capacities, which are less than \( T \). Also, rule 3 ensures that the absolute deadlines of ordinary servers are not less than those of current primary and secondary servers. As all servers are scheduled according to EDF and ties are broken in favor of primary and secondary servers (by rule 4), the lemma follows.

We will show now that all servers in \( \Omega \) meet their deadlines.

**Lemma V.3.** The set of servers \( \Omega \) is schedulable by EDF.

**Proof:** It follows from Lemmas V.1 and V.2 that primary and secondary servers in the executing state do not suffer any interference and so they meet their deadlines. Also, as the generated schedule follows EDF ordering, in order to show that ordinary servers meet their deadlines it is enough to show that the demand of the servers allocated to a given processor \( \pi_x \) does not exceed 100%.

Let \( S^p \) and \( S^s \) be the primary and secondary servers allocated to \( \pi_x \) and assume that their capacities are \( Q^p \) and \( Q^s \), respectively. Due to the replenishment and consumption rules and Lemmas V.1 and V.2, these servers demand \( (Q^p + Q^s)/T \) of \( \pi_x \). As the deadlines of ordinary servers \( S_{i,x} \) are set to \( \Delta_i - \max(Q^x, Q^p) \) in the worst case, the maximum demand in \( \pi_x \) is given by

\[
\frac{Q^s + Q^p}{T} + \sum_{S_{i,x} \in \Omega} \frac{Q_{i,x}}{\max(Q^s, Q^p)}
\]

which is not greater than 1 by Algorithm 1 (line 13). Now, we will show that a system is feasibly scheduled by the proposed approach if Algorithm 1 generates \( \Omega \).
Theorem V.1. Let $\Omega$ be a set of servers generated by Algorithm 1 for a given time slot and a task set $\Gamma$. No task misses its deadline if its associated server(s) in $\Omega$ is(are) scheduled by EDF.

Proof: Without loss of generality, let us focus on a job of some task $\tau_i$ released at time instant $t$. Recall that we require that any task $\tau_i$ finish executing within $\Delta_i = \min(D_i, T_i)$. Since no other job of this task is being considered, we refer to this job as $\tau_i$ for the sake of notation simplicity.

Two cases must be considered. Assume first that $\tau_i$ is served by an ordinary server $S$ allocated to some $\pi_x \in \Pi$. Note that the budget of $S$ equals $C_i$, $S$ meets its deadline (by Lemma V.3) and $t + \Delta_i$ is not less than the deadline of $S$. Thus, $\tau_i$ is guaranteed to finish its execution by its deadline.

Now, consider that $\tau_i$ is served by a pair of primary and secondary servers, $S^p$ and $S^s$, respectively. There are $\eta_i = \lfloor \Delta_i / T \rfloor$ instances of such servers all of which meet their deadlines by Lemma V.3. Also, the deadlines of the last instance of these servers are not greater than $t + \Delta_i$. Further, there is no overlapping between $S^p$ and $S^s$ by Lemma V.1. Hence they serve $\eta_i(Q^p + Q^s) = C_i + \eta_i \mu_i$ (by line 1) time units within $\Delta_i$, which suffices to successfully finish $\tau_i$, taking into account its migration. Therefore, $\tau_i$ cannot miss its deadline for the second case either.

VI. ASSESSMENT

In order to carry out the assessment, synthetic task sets were randomly generated. Both constrained and arbitrary deadlines were considered. The evaluation metric was the observed percentage of task sets guaranteed to be schedulable. Systems with $m = 4.8$ and $16$ identical processors were considered.

Each task set $\Gamma$ used in the evaluation was generated according to the following procedure. First, the utilization of $\Gamma$ was defined to be equal to a given value in the interval $[0.65, 1.00]$. Then task periods were generated according to a uniform distribution in the interval $[100, 3000]$ time units. Task utilizations $u_i = C_i / T_i$ were generated in a given interval $[u, 1.0]$, where $u$ was equal to either 0.1 or 0.5. After generating the values of $u_i$ and $T_i$, the values of $C_i$ were obtained. Task deadlines were randomly generated so that either $C_i < D_i \leq T_i$ (for constrained deadlines) or $C_i < D_i \leq 2T_i - C_i$ (for arbitrary deadlines). As a means of selecting systems that are likely to be schedulable we discarded those task sets whose total demand $\sum_{\tau_i \in \Gamma} \delta_i$ was greater than $1.2m$.

The results of the experiments will be presented in the following two sections. First we compare the performance of EDF-BR with those obtained by related work. Then we evaluate the effect of migration cost on the performance of EDF-BR. Most results will be presented in graphs. Each point in each graph corresponds to the average for 1,000 task sets.

A. Comparison Results

EDF-BR was evaluated by comparing it with EDF-SS [2] and EDF-WM [20], two recent related approaches. Like EDF-BR, EDF-SS makes use of a time slot parameter $T$, which is set to the minimum of the task periods divided by a factor. We used the factor equal to 4, as it was recommended [1] and used in other experimental evaluations [20]. Then the same resulting time slot value was used to configure EDF-BR. Also, the version of EDF-WM (sorted) with better performance was chosen [20]. As these approaches do not take migration costs into consideration, we set $\mu_i = 0$ for all tasks.

Figures 4, 5 and 6 present the results. As can be seen, in general, EDF-BR performs very similarly to EDF-WM. EDF-SS has a better performance when task sets with low utilization tasks are considered or when the number of processors is low. In the other scenarios, its rejection rate tends to be higher than those found by EDF-BR and EDF-WM. Although these three approaches have similar overall performance, it is important to emphasize that EDF-BR uses polynomial-time utilization-based tests while the other two are based on pseudo-polynomial time-demand analysis. It can be seen by Table I that the task allocation process by EDF-BR runs much faster than the other two approaches, and the difference of time-demand grows as the number of processors increases.

B. Migration Effects

The effect of task migration was measured. For each generated task $\tau_i$, a migration cost $\mu_i$ was defined according to a uniform distribution in the interval $[0, \alpha C_i]$. Four values of $\alpha$ were used 0%, 1%, 5% and 10%. As can be seen in Figure 7, migration costs have a considerable impact on the system schedulability. This illustrates the importance of considering such costs into the scheduling mechanisms.

VII. CONCLUSION

We have described a novel EDF-based real-time scheduling approach for multiprocessors, called EDF-BR. Tasks are statically allocated to processors but some of them are allowed to migrate between processors in a controlled manner. A processor bandwidth is used to control task migration so that schedulability is ensured. Costs due to migration are taken into consideration, an aspect usually neglected by other multiprocessor scheduling algorithms. The correctness of the proposed approach is shown and its performance is compared with related works. Results from experiments indicate that EDF-BR performs well. In particular, since the allocation procedure described here runs in polynomial time, EDF-BR is suitable for complex system running on many-processor architectures.

The results presented in this paper raise some interesting research questions. First, as the proposed bandwidth allocation is based on a given time slot $T$, heuristics to determine its value so that migration and preemptions are minimized are welcome. A possible approach is the clustering of tasks into subsets such that a value of $T$ can be chosen for each
cluster. Another issue is to consider aperiodic tasks. Since EDF-BR provides temporal isolation, it would be interesting to determine which values of $T$ could be used to optimize their execution. These research topics will certainly be part of future works.
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Table I

<table>
<thead>
<tr>
<th>policy</th>
<th>( u \in [0.1; 1.0] )</th>
<th>( u \in [0.5; 1.0] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>m=4</td>
<td>0.00050 m=8 0.00113</td>
<td>0.00375 m=8 0.00100 0.00284</td>
</tr>
<tr>
<td>EDF-BR(DTMIN/4)</td>
<td>0.00050 m=8 0.00113</td>
<td>0.00375 m=8 0.00100 0.00284</td>
</tr>
<tr>
<td>EDF-SS(DTMIN/4)</td>
<td>0.15265 m=8 0.44375 0.51513</td>
<td>0.06438 m=8 0.22750 0.47350</td>
</tr>
<tr>
<td>EDF-WM(sorted)</td>
<td>0.15450 m=8 1.92167 10.33398</td>
<td>0.00250 m=8 0.03688 0.32615</td>
</tr>
</tbody>
</table>

Figure 7. Constrained deadlines, migration and utilization in \([0.5;1.0]\): (a) m=4; (b) m=8; (c) m=16.


